Augmenting Reality: Adding Computational Dimensions to Paper

Despite claims about the "paperless office," we find that today's technology, rather than replacing paper, has increased our use of it. We use tiny Post-it notes and large pads of flipchart paper. We fill in preprinted forms and buy products with barcode labels. We annotate our calendars and telephone directories. We continue to read books, newspapers and memos. Chances are that you are reading these words on paper.

Since we are committed to using paper, how can we best augment it? Computers provide a number of possible dimensions, such as computational, semantic, syntactic, graphic, and temporal. Thus, columns of numbers become amenable to "what-if?" specifications on an electronic spreadsheet; or they can appear as dynamic weather patterns or rotating molecular models when fed into a scientific visualization program. Words on a page can be translated into French, checked for spelling or analyzed for writing style. Two-dimensional hand-drawn sketches can be edited, replicated or made more precise; or they can be rendered into 3D and rotated or projected onto other objects. A paper cartoon can be animated, or a still image can become a movie.

We are using the DigitalDesk (see the accompanying article "Interacting with Paper on the DigitalDesk") to explore these dimensions. Figure A shows the Digital Drawing Board, which lets designers sketch as they normally do and then modify their drawings with the aid of the computer. Figure B shows Mosaic, which lets users work with paper storyboards to create computer-controlled video productions.

Digital Drawing Board

The goal of this project is to let designers work as they normally do in the studio and still take advantage of the computational power of CAD systems. Most designers surround themselves with sketches, pinning images to the walls and spreading them around the drafting table. They use a variety of tools and materials, which they place within easy reach and use in a free flow of activity.
when sketching. They walk around, stand back or look closely at the sketches as the ideas unfold, maintaining a very active physical interaction with the design space.

The Digital Drawing Board consists of an A1 (635mm × 889mm) digitizer and an LCD data projector, which projects computer-generated images onto the digitizer. The designer can use the board as both a conventional drawing board and as a computer. The digitizing stylus lets the designer use gestures to organize electronic objects and view them over a large space.

A video camera mounted beside the projector and connected to a frame grabber supports the transfer of images from paper into the computational environment. Various computations can then be applied to the digitized images. A prototype application has been built that digitizes sketches and uses them as texture maps for rendering the surfaces on solids of revolution. The photograph shows a designer sketching monograms that are then rendered onto the surface of a vase by the computer. The designer can try a wide variety of different sketches and explore how alternative designs appear in 3D. Ultimately, the images could be projected onto the 3D object itself. Other applications of the Digital Drawing Board can provide support to architects, map-makers, electrical engineers, industrial designers and others who need to sketch ideas rapidly in a large space and then take advantage of the computer to enhance or compute aspects of their drawings.

Mosaic

Mosaic addresses the problem of extending paper along the temporal dimension, providing support for managing video and other time-based data. The initial Mosaic application is designed to support video producers, who use a combination of video-editing equipment and paper storyboards to manage the development of their videos. A storyboard consists of a set of elements, each containing a sketch or image of the “best frame” of the video, associated text, and notes that describe the action. Storyboards provide an efficient way to sketch action sequences and develop “what-if” scenarios; they are flexible, portable, and easily annotated. The designer can lay out a large number of storyboard elements and view multiple alternatives at the same time. However, there is no easy way to associate the offline storyboard with the video that has been created online. Therefore, video producers must move to a completely different system to view and edit the moving video.

Mosaic provides a new interface that combines the benefits of paper storyboards with computer-controlled video. The Mosaic DigitalDesk consists of an LCD projector and video camera positioned over a standard desk with a small (11.5 × 9cm) LCD monitor mounted in the surface of the desk. The video camera captures handwritten annotations from the paper storyboard, commands such as “print” or “play” and glyphs or numbers that identify the particular storyboard element. The LCD projector and monitor work together to provide a high-resolution video image with associated text and handwritten annotations. Video is stored on a write-once videodisc for high access speed and image quality. (Mosaic could also work with videotape or with digitized video.)

The video producer can lay out the elements of a storyboard in any order on the desk and then identify and play any sequence of clips. The user can view the storyboard elements in different sequences by placing them under the camera. Mosaic recognizes and remembers which elements should be included and in what order and can then play them on the desk, print them, or save them as a new storyboard. Future versions of Mosaic will use a second camera to allow users to simply point at the storyboard elements, rather than physically move them under the camera. This lets the user move smoothly between the spatial and temporal views of the video.

Mosaic also allows users to issue commands directly from the desk. For example, the user can place the word “New” under the camera, link a new set of storyboard elements, and then use “Play” to view it or “Save” to store it. If the user wants to capture notes scribbled on paper storyboard elements, it is possible to grab the image of the note and incorporate it into the computer-based version of the storyboard. Users can also search for storyboard elements with a particular characteristic, such as those containing a particular phrase, and use that information to automatically generate new storyboards. Future applications will extend these capabilities using the EVA system, which allows researchers to analyze multiple streams of multimedia data. We are interested in developing a user interface that allows flexible exploration of temporal data of any kind.

Figure A. Digital Drawing Board

Figure B. Mosaic
Recent papers in Augmented Reality (Computer Science). Papers. ABSTRACT In-vehicle contextual augmented reality (I-CAR) has the potential to provide novel visual feedback to drivers for an enhanced driving experience. To enable I-CAR, we present a parametrized road trench model (RTM) for dynamically extracting display surfaces from a driver's point of view that is adaptable to constantly changing road curvature and intersections. Visual aids tools are available to teachers to add reality, clarity, and variety to the drill which is necessary for students at the earlier stages of language learning. Augment Reality Development Lab is such a nice direction to go in incorporating technology in the classroom, because it makes “learning+ more interactive,” Sloan said.